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Outline

✦ Review work on  improved implementation for combining transverse-momentum-
dependent (TMD) factorization  and collinear factorization in semi-inclusive DIS

✦ The result is a modified version of the “W+Y” prescription traditionally used in the        
Collins-Soper-Sterman  (CSS) formalism  Collins Soper Sterman NPB 1985 

✦ Address the “standard matching prescription” traditionally used in the CSS  formalism 
relating low and high qT behavior of  cross section  @ moderate Q 

✦ In particular the role of Y  term matching of low and high qT behavior of cross section           
@ moderate Q

✦ Introduce method to combine TMD and Collinear Factorization formalism

✦ We briefly discuss how an EIC could help to further our study of matching between the 
TMD approach and collinear factorization.



Comments

✦ The standard W + Y prescription was arranged to apply also for intermediate qT; in 
particular it keeps full accuracy when m << qT <<Q, a situation in which both pure TMD 
and pure collinear factorization have degraded accuracy

✦ It also did not specifically address the issue of matching to collinear factorization for the 
cross section integrated over qT

✦ With our method, the redefined W term allowed us  to construct a relationship between 
integrated-TMD-factorization formulas and standard collinear factorization formulas, with 
errors relating the two being suppressed by powers of 1/Q.

✦ Importantly, the exact definitions of the TMD pdfs and ffs are unmodified from the usual 
ones of factorization derivations. We preserve transverse-coordinate space version of the  
W term, but only modify the way in which it is used.



Start w/ review of CSS W + Y construction.

• The  CSS formalism separates the cross section into a sum of two terms W & Y 
such that W+Y give the cross section up to an error that relative to the cross 
section is power suppressed as (m/Q)c    where c > 0

• W describes the small transverse momentum behavior qT ≪ Q and an additive 
correction term Y  accounts for behavior at qT ∼ Q

• W is written in terms of TMD pdfs and/or TMD ffs and is constructed to be an 
accurate description in the limit of qT /Q ≪ 1.  It includes all non-perturbative 
transverse momentum dependence

• The Y -term is described in terms of “collinear approximation” to the cross 
section: it is the correction term for large qT ~ Q

d�(qT , Q)

d2qTdQ . . .
⌘ �(qT , Q)� shorthand notation for cross section
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The W + Y construction 

• The CSS construction of W +Y  and the specific approximations applied,  thru the 
operations  TTMD  and Tcoll   work only in the regions   qT ≪ Q and  qT ~ Q respectively, 
which we emphasize by the range of the argument  above
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Matching and W + Y construction
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note PhT  =  zqT

• This was designed with the aim to have a formalism that is valid to leading power 
in m/Q uniformly in qT, where m is a typical hadronic mass scale

• and where there is a broad intermediate range of transverse momentum 
characterized by   m ⌧ qT ⌧ Q

From Ted Rogers

✦ Collins Soper Sterman NPB 1985

✦ A. Bacchetta, D. Boer, M. Diehl, and P. J. Mulders,JHEP (2008)
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• However at  lower phenomenologically interesting values of Q, neither of                         
the ratios                  or                   are necessarily very small and matching can be 
problematic

qT /Q m/qT

From Ted Rogers
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Matching and W + Y construction
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This impacts studies of non-perturbative nucleon structure @ COMPASS & JLAB

m . qT . Q

From Ted Rogers
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Figure 6. dσNLO, dσASY, WNLL and the sum WNLL+Y (see eq. (3.3)), corresponding to the three
different SIDIS kinematical configurations defined in figure 1. Here bmax = 1.0GeV−1, g1 = 0.3
GeV2, g1f = 0.1GeV2, g2 = 0GeV2.

3.3 Y term matching

It should now be clear that a successful matching heavily depends on the subtle inter-

play between perturbative and non-perturbative contributions to the total cross section,

and that finding a kinematical range in which the resummed cross section W matches its

asymptotic counterpart dσASY, in the region qT ∼ Q, cannot be taken for granted.

In figure 6 we show, in the three SIDIS configurations considered above, the NLO

cross section dσNLO (solid, red line), the asymptotic cross section dσASY (dashed, green

line) and the NLL resummed cross section WNLL (dot-dashed, cyan line). The dotted blue

line represents the sum (WNLL + Y ), according to eq. (2.19).

Clearly, in none of the kinematical configurations considered, WNLL matches dσASY,

they both change sign at very different values of qT . Moreover, the Y factor can be very

large compared to WNLL. Consequently, the total cross section WNLL + Y (dotted, blue

line) never matches the fixed order cross section dσNLO (solid, red line). At low and

intermediate energies, the main source of the matching failure is represented by the non-

perturbative contribution to the Sudakov factor. As we showed in section 3.1, the resummed

term W of the cross section is totally dominated by the non-perturbative input, even at

large qT . Notice that, in the kinematical configurations of the COMPASS experiment, the

matching cannot be achieved simply by adding higher order corrections to the perturbative

calculation of the Y term, as proposed in ref. [8], as WNLL is heavily dependent on the

non-perturbative input.

Interestingly, the cross section does not match the NLO result even at the highest

energies considered,
√
s = 1TeV and Q2 = 5000GeV2: further comments will be addressed

in the following subsection.

3.4 Matching with the inclusion of non-perturbative contributions

As discussed above, the mismatch betweenWNLL and dσASY at qT ∼ Q is mainly due to the

non-perturbative content of the cross section, which turns out to be non-negligible, at least

at low and intermediate energies. To try solving this problem one could experiment different
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Boglione Prokudin et al. JHEP 2015

• When qT is above some small fraction of Q,  W deviates a lot from  

• Then it becomes negative and “asymptotes” to                                                
Nadowsly et al. PRD 1999, Y. Koike, J. Nagashima, and W. Vogelsang, Nucl. Phys. B744, 59 (2006),

 
• At large qT   W+Y is then a difference of large terms  and truncation errors can 

be  augmented 
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Matching becomes a problem 
COMPASS  like energies
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• To get a sense of source of truncation errors we 
further “unpack” W+ Y Construction



Original CSS definition of W is given  by the instruction to carryout an approximation of the cs 
that is designed to be good in the region  qT<< Q   up to powers of qT/Q and m/Q

Another approximator for the “region” of   qT ~ Q  defines FO  up to powers of  m/qT 

 Review of Region Analysis “Approximators”  
W & Y Definitions
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Region analysis  W + Y construction
• Standard method to combine W & Y is to construct a sequence of nested 

subtractions. The smallest-size region is a neighborhood of qT = 0, where TTMD 
gives a very good approximation. So, one starts by adding and subtracting the 
TTMD approximation. 

• The error in the bracket is order   (qT/Q)a    and is only unsuppressed at qT >> m 

• One thus applies Tcoll and used the fixed order (FO) perturbative expansion         
see CSS 1985 NPB and JCC Cambridge Press 2011 for details

qT/Q << 1 qT~ Q  or  m/qT << 1

Result is the combination 
�(m . qT . Q,Q) ⇡ T
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• It is the difference of the cross section calculated with collinear pdfs and ffs at 
fixed order FO and the asymptotic contribution of the cross section

• At small qT   the FO and ASY are dominated by the same diverging terms 

• thus its expected that the Y term is small or zero leaving   
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The next-to-leading order !NLO" corrections are shown in
Figs. 4!b"–4!f". At this order, we need to account for the
virtual corrections to the LO subprocess qh#*→qh $Figs.
4!b"–4!d"%, as well as for the diagrams describing the sub-
processes qh#*→qhg and g#*→qq , with the subsequent
fragmentation of the final-state quark, antiquark or gluon
$Figs. 4!e" and 4!f"%.
Conservation of total four momentum in the real emission

subprocesses $Figs. 4!e" and 4!f"% allows us to write the mo-
mentum of the unobserved final state parton $e.g., the gluon
in Fig. 4!e"% as

pg
&!q&"pa

&#pb
& . !34"

When there is no gluon radiation (pg
&!0) the momentum of

b is pb
&!pa

&"q&, and, according to Eq. !28", qT
2!#qt•qt

!0. Thus, a non-zero qT in the event is an effect of gluon
radiation. In the region qT→0, either softness or collinearity
of the unobserved partons will create infrared singularities,
which make the perturbative result unreliable. The sum of
the real and virtual diagrams is made finite by order-by-order
cancellation of the soft singularities arising from the real and

virtual pieces, and by absorption of the collinear singularities
into the parton distribution and fragmentation functions.
Nonetheless, this cancellation does not guarantee rapid con-
vergence of the perturbative calculation, which will typically
contain large logarithms log qT /Q countering the smallness
of the strong coupling.
The slow convergence of the perturbative series at

qT→0 can be corrected by resummation of the most singular
logarithmic terms. It is done in the following way. First, we
extract the terms in the squared amplitudes of the real emis-
sion diagrams Figs. 4!e" and 4!f" that are most singular in the
limit qT→0; we refer to these terms as the asymptotic piece.
These terms are proportional to 1/qT

2 and, as it was men-
tioned above, they appear only in the V̂ba

(1) structure function.
Thus, the structure function V̂ba

(1) is represented as

V̂ba
(1)! x̂ , ẑ ,Q2,qT

2 "!$ V̂ba
(1)! x̂ , ẑ ,Q ,qT

2 "%asym"Ŷ ba
(1)! x̂ , ẑ ,Q2,qT

2 ",
!35"

where (V̂ba
(1))asym is O(1/qT

2), and Ŷ ba
(1) is finite in the limit

qT→0. The asymptotic piece of the NLO hadron cross-
section !30" is

! d'BA

dxdzdQ2dqT
2d(
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Here ee j is the electric charge of the participating quark or
antiquark of flavor j. The parameter '0 collects various con-
stant factors coming from the hadronic side of the matrix
element:

'0/
Q2

4*SeAx2
! e2

2 " . !37"

The factor Fl , that comes from the leptonic side, is defined
by

Fl!
e2

2
1

Q2 . !38"

The color factor CF!(Nc
2#1)/(2Nc)!4/3. The convolution

in Eq. !36" is defined as

! f ! g "!x ,&"!'
x

1
f !x/0 ,&"g!0 ,&"

d0

0
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The functions Pi j(x) entering the convolution integrals in
Eq. !36" are the familiar splitting kernels:

Pqq!x "!CF! 1"x2

1#x "
"

, !40"
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1
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The finite piece Y BA
(1) of the hadron cross section and the other

structure functions Vba
(i) for i!2,3,4 can be derived in a

P. NADOLSKY, D. R. STUMP, AND C.-P. YUAN PHYSICAL REVIEW D 61 014003

014003-6

Y (qT , Q) = FO(qT , Q)�ASY (qT , Q)

The Asymptotic piece of the NLO cross section

• Nadowsly et al. PRD 1999, Y. Koike, J. Nagashima, and W. Vogelsang, Nucl. Phys. B744, 59 (2006),
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FIG. 10: Y -term contribution (dashed curve) to the multiplicity distribution as a function of

transverse momentum, compared to the leading power transverse momentum dependent result
(solid curve), for the experimental data from HERMES Collaboration at Q2 = 3.14GeV2.

carry out this computation and come back to this issue in the near future. This may also
indicate that we need to take into account higher power corrections for SIDIS processes in
the relative low Q2 range. In this context, it means that certain terms in the Y -term may
come from higher power correction in the TMD factorization, which could result in different
resummation results. This is similar to what has been discussed in Ref. [40] for higher-
twist contributions to the SIDIS, where cosφ and cos 2φ azimuthal asymmetries in SIDIS
processes come from higher-twist effects in the TMD framework. However, the factorization
for higher-twist contribution in the TMD framework is not fully understood at the present.

On the other hand, the consistency between the leading power TMD results and the
experimental data from HERMES and COMPASS collaborations, cf. Fig. 9, supports the
application of the TMD factorization in the relative low Q2 range of these two experiments.
To further test the TMD resummation formalism in the SIDIS experiments, we need more
data with large Q2 values, where the Y -term contributions will become much less impor-
tant. In Fig. 11, we show some numeric results for Q2 = 10, 20 GeV2. In particular, for
Q2 = 20GeV2, its contribution is negligible for all p⊥ range of interests. Higher Q2 range
is particularly one of the important focuses for the SIDIS measurements in the planned
electron-ion collider [1], where the above assumptions can be well tested.

V. DISCUSSION AND CONCLUSION

In this paper, we have re-analyzed the transverse momentum distribution of the Drell-
Yan type of lepton pair production processes in hadronic collisions in the framework of CSS
resummation formalism. Our goal is to find a new form for the non-perturbative function
which can be used to simultaneously describe the semi-inclusive hadron production in DIS
processes (such as from HERMES and COMPASS Collaborations) and all the Drell-Yan
type processes (such as W , Z and low energy Drell-Yan pair productions). In Secs. II and

15
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WNLL

Y

• At small qT the Y term is in principle suppressed: it is the difference 
of the FO perturbative calculation of the cross section and the 
asymptotic contribution of W for small qT

• But again there can be a difference of of large terms and truncation 
errors are augmented: Here the Y term is larger than W?!

Y (qT , Q) = FO(qT , Q)�ASY (qT , Q)



Region analysis  W + Y construction
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• Thus the region between large and small qT needs special treatment if errors are to 
be strictly power suppressed point-by-point in qT.



Extend formalism to 

qT . m and qT & Q



• For                         collinear factorization is not applicable for the differential 
cross section.   But this region is actually where the W-term in  has its highest 
validity.   So one simply must ensure that the Y -term is sufficiently suppressed 
in Eq. (10) for

• Modify Y to  

qT . m

qT . m

with small qT cutoff

6

naive extrapolation of the powers in Eqs. (5)–(10) would
suggest.

The above observations do not represent a fundamental
breakdown of the formalism. They merely indicate that
some extra care is needed to construct a formalism valid
also for qT . m and qT & Q.

For qT . m, collinear factorization is certainly not ap-
plicable for the di↵erential cross section. But this region
is actually where the W -term in Eq. (7) has its highest
validity. So one simply must ensure that the would-be
Y -term

Tcoll�(qT, Q)� TcollTTMD�(qT, Q) (15)

is su�ciently suppressed in Eq. (10) for qT . m. There-
fore, we will modify the usual definition of Y by inserting
a suppression factor at low qT:

Y (qT, Q)

⌘ {Tcoll [�(qT, Q)�W (qT, Q)]}X(qT/�)

= {Tcoll�(qT, Q)� TcollTTMD�(qT, Q)}X(qT/�) .
(16)

The smooth cuto↵ function X(qT/�) approaches zero for
qT . � and unity for qT & �. It ensures that the Y -term
is a correction for qT & m only. As long as � = O(m),
any �-dependence must be weak. This is analogous to
the introduction of a Qmin

T

in Ref. [3, Eq. (2.8)].
The exact functional form of X(qT/�) is arbitrary, but

is most useful in calculations if it sharply suppresses qT ⌧
m contributions while not a↵ecting qT & m. While a
step function is acceptable, we suggest using a slightly
smoother function since one expects the transition from
perturbative to non-perturbative physics to be relatively
smooth. One possible choice is

X(qT/�) = 1� exp {�(qT/�)
aX} . (17)

This is what we will use in sample calculations in Sec. IX.
A large value for the power a

X

makes the switching func-
tion more like a step function.

In common terminology, the first term in braces on the
second line of Eq. (16) is called the “fixed order” (FO)
contribution, while the second term is the “asymptotic”
(AY) contribution. We will use the notation

FO(qT, Q) ⌘ Tcoll�(qT, Q) (18)

AY(qT, Q) ⌘ TcollTTMD�(qT, Q) . (19)

So,

Y (qT, Q) ⌘ {FO(qT, Q)�AY(qT, Q)}X(qT/�) . (20)

This corresponds to the terminology in, for example,
Ref. [15]. The term “fixed order” is meant to imply that
the calculation of � is done entirely with collinear factor-
ization with hard parts calculated to low order in pertur-
bation theory using µ = Q and with collinear pdfs and ↵s
calculated using µ = Q. That is, the hard part and the

parton correlation functions are evaluated at the same
scale.
Now we can extend the power suppression error esti-

mate in Eq. (10) down to qT = 0 to recover Eq. (5).
Equation (10) becomes

�(qT . Q,Q) =W (qT, Q) + Y (qT, Q)

+O
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which is Eq. (5), but restricted to qT . Q.
So far, aside from introducing an explicit X(qT/�), we

have only reviewed the standard W + Y construction.
The qT . Q restriction on the left of Eq. (21) should be
emphasized. Since we rely on strict power counting in
qT/Q and m/qT, the region of qT & Q is not guaranteed
to be well-described by the above W + Y construction.
We will correct this in Secs. V–VII with a modified W -
term definition.

IV. REVIEW OF TMD FACTORIZATION AND
BASIC FORMULAS

Our proposed modifications to the transition to the
qT/Q & 1 region will leave the standard treatment of
TMD factorization [4, Chapters 10,13,14] in the qT/Q ⌧
1 region only slightly modified.2 In particular, the op-
erator definitions for transverse-coordinate-space TMD
functions, along with their evolution properties, are ex-
actly the same as in the usual formalism. This is an
important aspect of our suggested modifications, so it is
worthwhile to review the basics of TMD factorization for
the low qT region. This section gives a short summary
of the most important formulas, with the organization of
notation optimized for discussions in later sections. We
will also refer frequently to the review of TMD evolution
in Ref. [24, Sec. II], especially [24, Eqs. (22, 24)].

A. TMD Evolution

The evolution of W (qT, Q) follows from generalized
renormalization properties of the operator definitions for
TMD pdfs and ↵s. To separate perturbative and non-
perturbative contributions, one defines large and small
bT through a function b

⇤

that freezes above some bmax

and equals bT for small bT:

b
⇤

(bT) �!
⇢
bT bT ⌧ bmax

bmax bT � bmax .
(22)

The relevant renormalization group scales are

µ
b

⌘ C1/bT , µ
b⇤ ⌘ C1/b⇤ , µ

Q

⌘ C2Q , (23)

2

See also Ref. [23] for a recent brief overview and large list of

references relating to the development of TMD factorization.
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• Now we can extend the power suppression error estimate down to qT = 0 to get
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qT & Q

Modification of the cross section leaves the standard 
treatment of TMD factorization only slightly modified.         

In particular the op. definitions along with evolution 
properties are the same as in the usual formalism

We do this in two steps however now we need  explicit 
expression for W from JCC formalism 
   see Collins Rogers PRD 2015

Extend formalism to 



Summary of  elements of TMD factorization
see talk of Zhongbo Kang

W (qT , Q) =

Z
d2bT
(2⇡)2

eiqT ·bT W̃ (bT , Q)

b⇤(bT ) =

s
b2
T

1 + b2
T

/b
max

- Factorization and TMD evolution in bT  space
- Solve the CSS & RG evolution Eqs for W 
term in SIDIS with “boundary condition” to 
freeze bT above some bmax and with BCs

W̃ (qT , Q) =

Z
d2bT
(2⇡)2

eiqT ·bT W̃OPE (b⇤(bT ), Q) W̃NP (bT , Q; bmax)

W̃OPE
i (b⇤(bT ), Q) = Hi(Q) C̃pdf

i/i0(xA/x̂, b⇤b?)⌦ f̃i0/A(x̂, µb?) C̃
ff
j0/i(zB/ẑ, b⇤)⌦ d̃B/i0(ẑ, µb)e

�Spert(b⇤,Q)

W̃

NP

(b
T

, Q; b
max

) = e

�S

NP

(b
T

,Q;b
max

)

S

NP

(b
T

, Q; b
max

) = g

A

(x
A

, b

T

; b
max

) + g

B

(z
B

, b

T

; b
max

)� 2g
K

(b
T

; b
max

) ln

✓
Q

Q0

◆

Collinear pdfs

Fourier Transforms of TMDs and universal soft function gk



W̃New(qT , Q; ⌘, C5) = ⌅

✓
qT
Q

, ⌘

◆Z
d2bT
(2⇡)2

eiqT ·bT W̃OPE (b⇤(bc(bT )), Q) W̃NP (bc(bT )), Q; bmax)

bc(bT ) =
q

b2T + b20/ (C5Q) =) bc(0) ⇠ 1/Q

⌅

✓
qT
Q

, ⌘

◆
= exp


�
✓
qT
⌘Q

◆a⌅
�

a) Introduce small b-cuttoff

b) Introduce large qT-cuttoff so that 
WNew vanishes at large qT

Two modifications

10

lidity of the W -term approximation does not end at a
sharp point in qT, and thus a smooth function character-
izes general physical expectations. A reasonable choice
is

⌅

✓
qT
Q

, ⌘

◆
= exp


�
✓
q
T

⌘Q

◆
a

⌅

�
, (39)

with a⌅ > 2.
The only di↵erences between the old and new W -term

are: i) the use of b
c

(bT) rather than bT in W̃ , and ii) the
multiplication by ⌅(qT/Q, ⌘). (The second modification
was proposed by Collins in Ref. [4, Eq. (13.75)]. There ⌅
is called F (qT/Q).) Equation (38) matches the standard
definition in the limit that C5 and ⌘ approach infinity.

Finally, we will present a fully optimized formula for
WNew(qT, Q; ⌘, C5) corresponding to the one for the orig-
inal W (qT, Q) in Eq. (35).

But first it will be convenient to construct some auxil-
iary results.

Naturally, b
⇤

is to be replaced by

b
⇤

(b
c

(bT)) =

s
b2T + b20/(C

2
5Q

2)

1 + b2T/b
2
max + b20/(C

2
5Q

2b2max)
. (40)

Also we define

bmin ⌘ b
⇤

(b
c

(0)) =
b0

C5Q

s
1

1 + b20/(C
2
5Q

2b2max)
. (41)

Then, for large enough Q and bmax

bmin ⇡ b0
C5Q

. (42)

Thus, bmin decreases like 1/Q, in contrast to bmax which
remains fixed. Note also that

b
⇤

(b
c

(bT)) �!

8
><

>:

bmin bT ⌧ bmin

bT bmin ⌧ bT ⌧ bmax

bmax bT � bmax .

(43)

For bT ⌧ 1/Q, b
⇤

(b
c

(bT)) ⇡ b
⇤

(bT). Instead of µ
b⇤ , we

will ultimately use the scale

µ̄ ⌘ C1

b
⇤

(b
c

(bT))
(44)

to implement renormalization group improvement in
TMD correlation functions. There is a maximum cut-
o↵ on the renormalization scale equal to

µ
c

⌘ lim
b

T

!0
µ̄ =

C1C5Q

b0

s

1 +
b20

C2
5b

2
maxQ

2
⇡ C1C5Q

b0
.

(45)
The approximation sign corresponds to the limit of large
Qbmax. Note that,

bminµc

= C1 . (46)

The steps for finding a useful formula for the evolved WNew(qT, Q; ⌘, C5) are as follows. Equation (32) becomes

WNew(qT, Q; ⌘, C5) = ⌅

✓
qT
Q

, ⌘

◆Z
d2bT
(2⇡)2

eiqT

·b
TW̃NP(bc(bT), Q)W̃ (b

⇤

(b
c

(bT)), Q) . (47)

Now the definition of W̃ (bT, Q) is unchanged, and only the bT ! b
c

(bT) replacement is new. Therefore instead of
Eq. (35) we simply need

W̃ (b
c

(bT), Q) = H(µ
Q

, Q)
X

j

0
i

0

Z 1

xA

dx̂

x̂
C̃pdf

j/j

0(x
A

/x̂, b
⇤

(b
c

(bT)); µ̄
2, µ̄,↵

s

(µ̄))f
j

0
/A

(x̂; µ̄)⇥

⇥
Z 1

zB

dẑ

ẑ3
C̃↵

i

0
/j

(z
B

/ẑ, b
⇤

(b
c

(bT)); µ̄
2, µ̄,↵

s

(µ̄))d
B/i

0(ẑ; µ̄)⇥

⇥ exp

⇢
ln

Q2

µ̄2
K̃(b

⇤

(b
c

(bT)); µ̄) +

Z
µQ

µ̄

dµ0

µ0


2�(↵

s

(µ0); 1)� ln
Q2

µ0

2 �K(↵
s

(µ0))

��

⇥ exp

⇢
�g

A

(x
A

, b
c

(bT); bmax)� g
B

(z
B

, b
c

(bT); bmax)� 2g
K

(b
c

(bT); bmax) ln

✓
Q

Q0

◆�
. (48)

This is the same as Eq. (35) except that b
⇤

(b
c

(bT)) and µ̄ = C1/b⇤(bc(bT)) are used instead of b
⇤

(bT) and
µ
b⇤ = C1/b⇤(bT). Note that g

K

(b
c

(bT); bmax) depends on Q through b
c

, albeit only for bT . 1/Q. For bT � 1/Q,
g
K

(b
c

(bT); bmax) ! g
K

(bT; bmax). Also, g
K

(b
c

(bT); bmax) does not vanish exactly as bT ! 0 but instead approaches a
power of 1/Q.

Up to this point, we have introduced two new parameters, ⌘ and C5, in the treatment of the W -term.



• Parton Model W-term

• Standard CSS W-term

i) Semi-inclusive to Collinear
integrate over qT

WPM (qT , Q) = HLO,j0,i0(Q0)

Z
d2kT fj0/A(x, kT )dB/i0(z, qT + kT )

Z
d2qT WPM (qT , Q) = HLO,j0,i0(Q0)fj0/A(x)dB/i0(z)

WCSS(qT , Q) =

Z
d2bT
(2⇡)2

eiqT ·bT W̃CSS(bT , Q)

Z
d2qTWCSS(qT , Q) = 0 !

Phys.Rev. D 94 (2016) J. Collins, L.Gamberg, A. Prokudin, N. Sato, T. Rogers, B. Wang



WCSS(qT , Q) =

Z
d2bT
(2⇡)2

eiqT ·bT
˜WCSS(bT , Q)

Z
d2qTWCSS(qT , Q) =

Z
�2(bT ) bT ⇥ logarithmic corrections

Z
d2qTWCSS(qT , Q) = 0 !

See appendix for details Phys.Rev. D 94 (2016) 
J. Collins, L.Gamberg, A. Prokudin, N. Sato, T. Rogers, B. Wang



For details Phys.Rev. D 94 (2016) 
J. Collins, L.Gamberg, A. Prokudin, N. Sato, T. Rogers, B. Wang

WNew(qT , Q) =

Z
d2bT
(2⇡)2

eiqT ·bT W̃New(bT , Q)

Z
d2qTWNew(qT , Q) = W̃ (bc min, Q)

Z
d2qT WNew(qT , Q) = HLO,j0,i0fj0/A(x, µc)dB/i0(z, µc) +O(↵s(Q))

has a normal collinear factorization in terms 
of collinear pdfs 

Has implications for modeling TMD and fitting



W̃New(qT , Q; ⌘, C5) = ⌅

✓
qT
Q

, ⌘

◆Z
d2bT
(2⇡)2

eiqT ·bT W̃OPE (b⇤(bc(bT )), Q) W̃NP (bc(bT )), Q; bmax)

⌅

✓
qT
Q

, ⌘

◆
= exp


�
✓
qT
⌘Q

◆a⌅
�

b) Introduce large qT-cuttoff so that 
WNew vanishes at large qT

Large qT-cuttoff so on  WNew 
vanishes at large qT
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lidity of the W -term approximation does not end at a
sharp point in qT, and thus a smooth function character-
izes general physical expectations. A reasonable choice
is

⌅

✓
qT
Q

, ⌘

◆
= exp


�
✓
q
T

⌘Q

◆
a

⌅

�
, (39)

with a⌅ > 2.
The only di↵erences between the old and new W -term

are: i) the use of b
c

(bT) rather than bT in W̃ , and ii) the
multiplication by ⌅(qT/Q, ⌘). (The second modification
was proposed by Collins in Ref. [4, Eq. (13.75)]. There ⌅
is called F (qT/Q).) Equation (38) matches the standard
definition in the limit that C5 and ⌘ approach infinity.

Finally, we will present a fully optimized formula for
WNew(qT, Q; ⌘, C5) corresponding to the one for the orig-
inal W (qT, Q) in Eq. (35).

But first it will be convenient to construct some auxil-
iary results.

Naturally, b
⇤

is to be replaced by

b
⇤

(b
c

(bT)) =

s
b2T + b20/(C

2
5Q

2)

1 + b2T/b
2
max + b20/(C

2
5Q

2b2max)
. (40)

Also we define

bmin ⌘ b
⇤

(b
c

(0)) =
b0

C5Q

s
1

1 + b20/(C
2
5Q

2b2max)
. (41)

Then, for large enough Q and bmax

bmin ⇡ b0
C5Q

. (42)

Thus, bmin decreases like 1/Q, in contrast to bmax which
remains fixed. Note also that

b
⇤

(b
c

(bT)) �!

8
><

>:

bmin bT ⌧ bmin

bT bmin ⌧ bT ⌧ bmax

bmax bT � bmax .

(43)

For bT ⌧ 1/Q, b
⇤

(b
c

(bT)) ⇡ b
⇤

(bT). Instead of µ
b⇤ , we

will ultimately use the scale

µ̄ ⌘ C1

b
⇤

(b
c

(bT))
(44)

to implement renormalization group improvement in
TMD correlation functions. There is a maximum cut-
o↵ on the renormalization scale equal to

µ
c

⌘ lim
b

T

!0
µ̄ =

C1C5Q

b0

s

1 +
b20

C2
5b

2
maxQ

2
⇡ C1C5Q

b0
.

(45)
The approximation sign corresponds to the limit of large
Qbmax. Note that,

bminµc

= C1 . (46)

The steps for finding a useful formula for the evolved WNew(qT, Q; ⌘, C5) are as follows. Equation (32) becomes

WNew(qT, Q; ⌘, C5) = ⌅

✓
qT
Q

, ⌘

◆Z
d2bT
(2⇡)2

eiqT

·b
TW̃NP(bc(bT), Q)W̃ (b

⇤

(b
c

(bT)), Q) . (47)

Now the definition of W̃ (bT, Q) is unchanged, and only the bT ! b
c

(bT) replacement is new. Therefore instead of
Eq. (35) we simply need

W̃ (b
c

(bT), Q) = H(µ
Q

, Q)
X

j

0
i

0

Z 1

xA

dx̂

x̂
C̃pdf

j/j

0(x
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/x̂, b
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(b
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(bT)); µ̄
2, µ̄,↵

s

(µ̄))f
j

0
/A
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⇥
Z 1

zB

dẑ

ẑ3
C̃↵

i

0
/j

(z
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/ẑ, b
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(bT)); µ̄
2, µ̄,↵

s

(µ̄))d
B/i

0(ẑ; µ̄)⇥

⇥ exp

⇢
ln

Q2

µ̄2
K̃(b
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(b
c

(bT)); µ̄) +

Z
µQ
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dµ0
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2�(↵

s

(µ0); 1)� ln
Q2

µ0

2 �K(↵
s

(µ0))

��

⇥ exp

⇢
�g

A

(x
A

, b
c
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B
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B

, b
c

(bT); bmax)� 2g
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(b
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✓
Q

Q0

◆�
. (48)

This is the same as Eq. (35) except that b
⇤

(b
c

(bT)) and µ̄ = C1/b⇤(bc(bT)) are used instead of b
⇤

(bT) and
µ
b⇤ = C1/b⇤(bT). Note that g

K

(b
c

(bT); bmax) depends on Q through b
c

, albeit only for bT . 1/Q. For bT � 1/Q,
g
K

(b
c

(bT); bmax) ! g
K

(bT; bmax). Also, g
K

(b
c

(bT); bmax) does not vanish exactly as bT ! 0 but instead approaches a
power of 1/Q.

Up to this point, we have introduced two new parameters, ⌘ and C5, in the treatment of the W -term.



Now Y term is further modified

Y
New

(qT , Q) = [T
coll

�(qT , Q)� T
coll

TNew

TMD

�(qT , Q)]X(qT /�)

= [FO(qT , Q)�ASYNew(qT , Q)]X(qT /�)



Putting all together

�(qT , Q) ⇡ TNew

TMD

�(qT , Q) + T
coll

[�(qT , Q)� TNew

TMD

�(qT , Q)] +O

✓
m

Q

◆c

�(qT , Q)

�(qT , Q) ⇡ W
New

(qT , Q) + Y
New

(qT , Q) +O

✓
m

Q

◆c

�(qT , Q)



Putting all together
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previously existing expressions. For completeness, low
order expressions for the asymptotic terms are given in
Appendix B.

IX. DEMONSTRATION

To illustrate the steps above, we have performed sam-
ple calculations of the Y -term using analytic approxima-
tions for the collinear pdfs and collinear ↵s. For sim-
plicity, we consider only the target up-quark �⇤q ! qg
channel, and for the running ↵

s

(µ) we use the two-loop
�-function solution and keep the number of flavors at
n
f

= 3 since we are mainly interested in the transition
to low Q. Thus we use ⇤QCD = 0.339 GeV [27]. To
further simplify our calculations, we use analytic expres-
sions for the collinear correlation functions, taken from
appendix A1 of Ref. [28] for the up-quark pdf and from
Eq. (A4) of Ref. [29] for the up-quark-to-pion fragmen-
tation function.

Due to these simplifying assumptions, the following
should be regarded as a toy model calculation, meant to
illustrate the basic steps of a Y -term calculation and to
demonstrate plausibility for use in more complete and
detailed calculations.

First, one must establish parameters for our large and
small qT cuto↵ functions. For X(qT/�) we use Eq. (17),
and try a

X

= 4 since this gives a rapid but reason-
ably gentle suppression of small qT. The choice of �
should be such that it has reached unity at values of
qT near the perturbative-nonperturbative transition, say,
qT ⇡ 1.0 GeV. Thus, we choose � = 2/3 GeV. The result
is shown as the blue dashed curves in Figs. 1. To under-
stand the plots, recall that X(qT/�) is used to restrict
to large qT the region where qT-dependence is calculated
with collinear factorization at fixed order fixed in pertur-
bation theory.

For ⌅(qT/Q, ⌘) we use Eq. (39). The value of a⌅ con-
trols how rapidly the qT ⇠ Q contribution from the
W -term gets cuto↵. For large Q, the transition can
be rather smooth since there is a broad region where
AYNew(qT, Q; ⌘, C5) and FO(qT, Q) overlap. In our ex-
ample calculation, we find that a⌅ = 8 works well. The
value of ⌘ should be chosen such that ⌅(qT/Q, ⌘) ! 0
when qT is large enough that approximations that use
qT ⌧ Q might be considered suspect. For small qT,
⌅(qT/Q, ⌘) ! 1. We find that the transition between
⌅(qT/Q, ⌘) ⇡ 0 and ⌅(qT/Q, ⌘) ⇡ 1 occurs between
about qT ⇡ Q/4 and qT ⇡ Q/2 if ⌘ = 0.34. These
results for ⌅(qT/Q, ⌘) are shown as the tan curves in
Figs. 1. To understand the plots, recall that the purpose
of ⌅(qT/Q, ⌘) is to suppress the qT = O(Q) region of the
W -term where it fails to provide even a rough approxi-
mation.

Next, we examine the e↵ect of varying C5 on the cal-
culation of the asymptotic term. Standard expressions
for the asymptotic term can be found in, for example,
Eq. (36) of Ref. [15]. We use these results, along with the

(a)

(b)

FIG. 1. The cuto↵ functions in Eq. (17) for low q

T

/� (blue
dashed line) and in Eq. (39) for large q

T

/Q (brown solid line)
for Q = 20.0 GeV (plot (a)) and Q = 2.0 GeV (plot (b)). In
both, � = 2/3 GeV and ⌘ = 0.34. The region of q

T

& Q/4 is
determined by the FO(q

T

, Q) calculation. For all Q, q
T

. �

is considered non-perturbative. (Color online.)

substitutions in Eqs. (65)–(66), to plot the new asymp-
totic term of Eq. (56) for a range of C5 values. The
result is shown in Fig. 2, where we have temporarily set
⌅(qT/Q, ⌘) to 1 in order to highlight the e↵ect of varying
C5. The results for C5 = 0.5 and C5 = 2.0 are shown.
The standard CSS result, corresponding to C2/C5 ! 0,
is also shown for comparison. In all of our calculations,
C2 = 1.0. One can observe the approach to the CSS
result as C5 increases.
Finally, we restore the explicit ⌅(qT/Q, ⌘) in the

asymptotic term and calculate the Y -term according to
Eq. (57) for two values of Q, one large and one small.
The results are shown in Figs. (3)(a,b). Here we use
C5 = 1.0 as a compromise between the various choices
in Fig. 2 and to match with a common choice used in
calculations like those of Ref. [14]. For Q = 20 GeV
(Fig. 3(a)), there is a region 1.0GeV . qT . 6.0GeV
where the Y -term is a useful non-trivial correction. Be-
yond about qT ⇡ 6.0 GeV, the Y -term simply approaches
the FO(qT, Q) calculation (where the W -term vanishes).

Within our W +Y method, the Y -term remains a rea-
sonable correction for large qT/Q even down to Q =

The cutoff functions in  for low qT/lambda (blue dashed line) 
and large qT/Q (brown solid line) for Q = 20.0 GeV
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Comments

✦ The standard W + Y prescription was arranged to apply also for intermediate qT; in 
particular it keeps full accuracy when m << qT <<Q, a situation in which both pure TMD 
and pure collinear factorization have degraded accuracy

✦ It also did not specifically address the issue of matching to collinear factorization for the 
cross section integrated over qT .

✦ With our method, the redefined W term allowed us  to construct a relationship between 
integrated-TMD-factorization formulas and standard collinear factorization formulas, with 
errors relating the two being suppressed by powers of 1/Q.

✦ Importantly, the exact definitions of the TMD pdfs and ffs are unmodified from the usual 
ones of factorization derivations. We preserve transverse-coordinate space version of the W 
term, but only modify the way in which it is used. 

✦ This work has dealt only with unpolarized cross sections.

✦ We are  studying the analogous  topic applied to polarized phenomena.  

✦ This is central to the EIC and studying the 3-D momentum and spatial structure of the 
nucleon and  further exploring the connection between  TMD and  collinear factorization
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lidity of the W -term approximation does not end at a
sharp point in qT, and thus a smooth function character-
izes general physical expectations. A reasonable choice
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(bT) rather than bT in W̃ , and ii) the
multiplication by ⌅(qT/Q, ⌘). (The second modification
was proposed by Collins in Ref. [4, Eq. (13.75)]. There ⌅
is called F (qT/Q).) Equation (38) matches the standard
definition in the limit that C5 and ⌘ approach infinity.

Finally, we will present a fully optimized formula for
WNew(qT, Q; ⌘, C5) corresponding to the one for the orig-
inal W (qT, Q) in Eq. (35).
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This is the same as Eq. (35) except that b
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(bT) and
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(bT); bmax) does not vanish exactly as bT ! 0 but instead approaches a
power of 1/Q.

Up to this point, we have introduced two new parameters, ⌘ and C5, in the treatment of the W -term.
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Expression for W(bc,Q)



Region analysis  W + Y construction

• If  qT   m  and   qT  Q    were the only regions of interest, then the TTMD and Tcoll approximators 
would be sufficient. One could simply calculate using fixed order collinear factorization for the large qT-
dependence and TMD factorization for small qT-dependence.  

• A reasonable description of the full transverse momentum dependence would be obtained by simply 
interpolating between the two descriptions 

FO(qT , Q) ⌘ T
coll

�(qT , Q)

W (qT , Q) ⌘ TTMD�(qT , Q)

or ...



Region analysis  W + Y construction

• The error estimates in Eq.  are not applicable outside this range                                 
i.e., they must not be applied when qT ≫ Q or qT ≪ m

• This is because W & Y  were extracted from the leading power of expansions in 
relatively small kinematic variables qT/Q and m/qT to give  

•  However for m< qT  < O(Q), the cross section given by W + Y should 
appropriately match FO collinear perturbation theory calculations for large trans- 
verse momentum.

�(m . qT . Q,Q) = W (qT , Q) + Y (qT , Q) +O
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m

Q

◆c

�(qT , Q)


